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ABSTRACT 

The presence of proteins in our organisms is essential for their correct functioning due to 

the large number of processes in which they are involved, in particular, as target to drugs. 

Therefore, the study of drug/protein interactions is very important to understand the mode 

of action of those drugs and develop improved ones. In this study, a Python code has been 

developed to automatically compute the interaction energy between 20 amino acids and 

300 drugs and to perform an energy decomposition analysis based on deformation 

electron densities. The results of these calculations reveal that, among the attractive 

energy contributions of the systems, namely electrostatic, dispersion and induction, the 

electrostatic energy contribution dominates for most of the drug/amino acid pairs. 

Moreover, the distributions of these attractive energy terms are relatively broad, which 

might indicate that there exist a structure/EDA relation. Thus, an analysis of the EDA 

based on the presence of eight of the most frequent polar functional groups in bioactive 

molecules and some non-polar groups was carried out, leading to the conclusion that the 

classification of the systems based only in the presence of one functional group is not 

possible. In the future, a more complex analysis, taking into account different groups 

simultaneously, will be performed to find out the relation between chemical structure and 

EDA.   

 

 

 

 

 

 

 

 

 

 

 

 

 



3 
 

 

RESUMEN 

La presencia de proteínas en nuestros organismos es esencial para su buen 

funcionamiento debido al gran número de procesos en los que están involucradas, en 

particular, actuando como moléculas diana de medicamentos. Por lo tanto, el estudio de 

las interacciones medicamento/proteína es muy importante para comprender el modo de 

acción de estos medicamentos y desarrollar otros con propiedades mejoradas. En este 

estudio, se ha desarrollado un código de Python que calcula de manera automática la 

energía de interacción entre 20 aminoácidos y 300 medicamentos, y realiza un análisis de 

la descomposición de la energía basado en la densidad de deformación electrónica. Los 

resultados de estos cálculos revelan que, de entre las diferentes contribuciones de la 

energía atractiva de los sistemas, electrostática, dispersión e inducción, la contribución 

de energía electrostática es la que domina para la mayoría de los complejos 

medicamento/aminoácido. Además, las distribuciones de estos términos de energía 

atractivos son anchas, indicando que podría existir alguna relación entre la estructura del 

medicamento y los resultados del análisis EDA. Por lo que se realiza un análisis de la 

presencia de ocho de los grupos funcionales polares más frecuentes en moléculas 

bioactivas y algunos grupos no polares, lo que lleva a la conclusión de que no es posible 

una clasificación de los sistemas basada únicamente en la presencia de un único grupo 

funcional. En el futuro, se realizará un análisis más complejo teniendo en cuenta varios 

grupos al mismo tiempo para encontrar la relación entre la estructura del fármaco y los 

resultados obtenidos del EDA. 
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1 INTRODUCTION 

Proteins are crucial components of every organism because almost all processes that cells 

carry out need their presence. There are thousands of different proteins in all cellular 

systems and they are the major constituents of our organisms.1-3 The importance of this 

group of molecules was pointed out by the German chemist Gerardus Mulder in 1838, 

who employed for the first time the word “protein” from the greek “proteios”, that means 

“fundamental” or “essential”.4 Proteins are macromolecules mainly formed by small 

building blocks called amino acids joined together by peptide bonds, although many 

proteins need other components called cofactors or prosthetic groups to function 

correctly. There are hundreds of amino acids in nature, but just 20 amino acids make up 

the proteins. They are composed by a central carbon (α carbon) surrounded by an amino 

(NH2) and a carboxyl (COOH) groups, a hydrogen atom and a side chain (R-chain) which 

depends on the amino acid. The first and last amino acids of the polypeptide chain have 

their amino and carboxyl groups free and are usually called amino- or N-terminus and 

carboxy- or C-terminus, respectively.5 (see Figure 1) 

 

Figure 1. Schematic representation of the formation of peptide bond and labels of the principal 

moieties of an amino acid. 

Every protein has a specific structure that is determined by the sequence of amino acids 

and, therefore, by the sequence of nucleotides in the DNA, whose proper folding in a 

unique three-dimensional structure allows the protein to be biologically active and 

functional.4 Due to the huge number of combinations of the monomeric units (amino 

acids), proteins execute myriad functions.1, 6 Likely, the most important functions are 

performed by enzymes, which act as catalysts speeding up many reactions, for example, 

the lactase enzyme, which catalyses the degradation of lactose into simpler sugar 

molecules. But there are many other types of proteins: (i) transport proteins embedded in 

cell membranes, e.g., ion channels, which allow the flow of substances through the lipid 
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bilayer; (ii) transport proteins present in the blood stream, e.g., the haemoglobin protein, 

in charge of the oxygen transport through the organism; (iii) defensive proteins acting as 

immune protection, e.g., antibodies; (iv) signalling proteins such as hormones, e.g., 

insulin, or other cell surface receptors, which transmit signals into or between cells or 

transmit nervous impulses; (v) structural proteins which are involved in the rigidity of the 

cell and in the contractile function in the muscle cells, e.g., collagen, actin and myosin; 

and (vi) regulatory proteins which control the activity of other proteins. These are some 

of the most relevant protein classes, but there are many more in charge of a range of 

relevant biological functions.2, 4-7 

As explained above, proteins are implied in many biological processes in our organisms 

by interacting with other molecules, including the interaction with drugs.8 Pharmacology 

aims to investigate the metabolic route of the drugs once they have entered our bodies. 

Specifically, the drug/protein interactions are intensively investigated in many research 

studies since the drug/protein binding process determines, in a great extent, the 

distribution, toxicity and activity of the drugs and, therefore, their therapeutic efficiency.9 

One example is the binding of drugs with blood proteins as albumin, that controls osmotic 

pressure, among other functions.10 Hence, the study of drug/protein interactions is crucial 

to understand the mode of action of those drugs once they are in our organism, and to 

develop novel therapeutic agents with enhanced efficacy.8 The application of 

experimental techniques often remains the most trustworthy approach, but the 

experimental characterization of a huge number of drug/protein pairs is very time-

consuming and costly due to sample volume and instrumentation.11, 12 Thus, 

computational methods have gained popularity since they can be applied in a systematic 

and efficient way and can provide molecular information which is not attainable by 

experimental measurements.11  

The complexity of biological systems, such as proteins, requires the use of 

approximations in the theoretical models to handle a large number of atoms and run 

longer simulation times. Most of the theoretical approximations simplify the calculation 

of the interatomic interactions, which is the most time-consuming step in computational 

modelling. This is the case of force fields, which are simple analytical functions that are 

parameterized based on quantum mechanical calculations or experimental measurements. 

Force fields are widely employed in classical molecular dynamics simulations of 
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biological systems.13-15 The aim of a force field is to capture the nature of the interatomic 

interactions by describing the dependency of the potential energy on the coordinates of 

the system in a simplistic way and, thus, at a low computational cost.16 There are many 

different force fields but a common expression employed is the one of Equation (2), which 

split the potential energy in bonding and non-bonding interactions: 

 

𝑉 = ∑ 𝑉𝑏

𝑁𝑏

𝑖=1

+ ∑ 𝑉𝑎

𝑁𝑎

𝑖=1

+ ∑ 𝑉𝑑

𝑁𝑑

𝑖=1

+ ∑ 𝑉𝑛𝑏

𝑁𝑛𝑏

𝑖>𝑗

 (1) 

The first three terms of this equation compose the bonding potential energy, where bond 

distances and angles are usually defined by harmonic potentials, while dihedral angles 

are defined by a Fourier transform. Non-bonding interactions have three components: 

Coulomb, van der Waals and repulsion interactions. The last two interactions are 

modelled by Lennard-Jones potentials, while the interactions between charges are defined 

by Coulomb potential. One of the most common potential shapes reads as:  

 

𝑉 = ∑
1

2
𝑘𝑏(𝑟 − 𝑟0)2

𝑁𝑏

𝑖=1

+ ∑
1

2
𝑘𝑎(𝜃 − 𝜃0)2

𝑁𝑎

𝑖=1

+ ∑ 𝑘𝑡[1 + 𝑐𝑜𝑠(𝑛𝜔 − 𝛾)]

𝑁𝑑

𝑖=1

 

+ ∑
𝑞𝑖𝑞𝑗

4𝜋𝜀𝑟𝑖𝑗
+ 4𝜀𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]

𝑁𝑛𝑏

𝑖>𝑗

                                          

 

(2) 

This equation has four different terms. In the first one, which corresponds to the potential 

energy of the bond distances (bond stretching), 𝑘𝑏 is the force constant, 𝑟 is the distance 

between the two atoms with the interaction of interest, and 𝑟0 is the equilibrium distance 

between these two atoms. For the second term, which corresponds to the potential energy 

of the angles (angle bending), 𝑘𝑎 is the force constant, 𝜃 is the angle between the atoms 

for which the interaction is calculated, and 𝜃0 is the equilibrium angle between those 

atoms. For the third term, which defines the potential energy of the dihedral angles or 

torsions, 𝜔 is the dihedral angle, 𝑛 is the number of minima that are presented in the 

potential energy curve, 𝑘𝑡 is the energy barrier that has to be overcome to go from one 

minimum to the other, and 𝛾 is the angle which determines the position of the minimum. 

The fourth term represents the non-bonding potential energy, in which the first fraction 

corresponds to electrostatic or coulombic interaction, where 𝑟𝑖𝑗 is the distance between 
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atom 𝑖 and atom 𝑗, 𝑞𝑖 and 𝑞𝑗 are the charges of atoms 𝑖 and atom 𝑗, and 𝜀 is the permittivity 

of the medium. The second fraction corresponds to the repulsion interaction between 

electrons, and the third fraction corresponds to the van der Waals attraction interactions, 

which are dipole-dipole interactions. In both cases, 𝜎𝑖𝑗 is the distance between 𝑖 and 𝑗 

atoms when the potential energy is zero and 𝜀𝑖𝑗 is the maximum attraction energy between 

atoms.16, 17  

 

The accuracy of the simulations depends on the quality of the force field parameters and 

how they are obtained, i.e., the conditions used in the parametrization process. Moreover, 

many force fields are often developed for specific systems. Therefore, the accuracy and 

transferability of the force fields are limited.16 The conventional force fields that describe 

the interactions with Equation (2) (or a similar one) are usually called first generation or 

class I force fields. This class of force fields have some disadvantages: chemical reactions 

cannot be modelled because bonds cannot be formed or broken, and atomic charges are 

fixed (non-reactive and non-polarizable force fields).16, 18 This is the case, for example, 

of the AMBER19 and CHARMM20 force fields, among others.21 There is a second 

generation or class II of force fields that include cross terms as coupling between 

stretching, bending and torsion terms.16 For example, the CFF22 (consistent force field) 

and UFF23, among others, are class II force fields. More advance force fields also include 

the description of polarization interactions. Polarization is the redistribution of electron 

density between atoms chemically bonded due to an electric field created by another 

molecule.21, 24 This redistribution of charge is usually modelled by three different 

methods: fluctuating charges, Drude oscillators and induced point dipoles. In the three 

methods, the charge distribution of the molecules depends on their chemical environment. 

The use of polarizable force fields to model large systems is computationally demanding 

and, therefore, they are barely applied.21 In addition, this type of force fields are usually 

system specific.   

These conventional force fields, including the polarizable ones, have the advantage of 

having physical meaning, although they present a clear limitation: the low flexibility of 

their analytical functions, which precludes an accurate description of the systems and 

processes which were not employed in their parameterization. Machine learning force 

fields (ML-FFs) overcome the limitations of the common force fields by using more 

flexible architectures, but at the price of lacking physical meaning. ML-FFs are very 


